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Real-time,in situ chemical sensing has been applied to achieve reaction metrology and advanced
process control in a low pressure tungsten chemical vapor deposition process baseg andWF
SiH, reactants(silane reduction processUsing mass spectrometry as the sensor to detect both
product generation (}J and reactant depletion (SiHat wafer temperature of 200—250 °C, these
signals provided a direct real-time measurement of deposited film thickness with an uncertainty less
than 2%, and this thickness metrology signal was employed to achieve real-time process end point
control. When reactant conversion rates are sufficier20% in this casgas often occurs in
manufacturing processes, the thickness metrolég¥%—-1.5% and control (~1.5%—-2.0%
accuracies are in the regime needed for meaningful application of advanced process control. Since
the in situ sensor delivers a metrology signal in real time, real-time process control is achieved,
enabling compensation for random process disturbances during an individual process cycle as well
as for systematic wafer-to-wafer process drifts. These results are promising for manufacturing from
the standpoints of metrology accuracy and application in real-time control20@2 American
Vacuum Society[DOI: 10.1116/1.1520555

[. INTRODUCTION major payback. Typically, the sensor signals to trigger such
fault detection does not demand high quantitative accuracy,
because repair actions may be triggered simply on the clear
Process control based on advanced metrology has be@xistence of fault signals.
considered a key to manufacturing and equipment productiv- Course correction has also made progress in manufactur-
ity in the semiconductor industry for some tirh&Vith in-  ing implementation, primarily on the basis of in-line metrol-
creasing attention on the issues of capital productivity anagy carried out between process steps, rather than using real-
the advent of the 300 nm wafer generation, advanced procesisne, in situ sensors. In this way, systematic drifts of process
control (APC) has attracted even more attentfo.Sensor-  equipment can be identified and compensated for through
driven and model-based, APC can be thought of as the comun-to-run (wafer-to-wafey control approaches. Given the
fluence of two componentsgl) course correction, in which importance of maintaining process centering at each step,
process variations are compensated by run-tofR2R) or  and the fact that many process todisg., etch, chemical
real-time control in order to maintain produce quality; andvapor depositiofCVD)] exhibit systematic drifts associated
(2) fault management, in which equipment and process faultwith intrinsic physics and the chemistry of the reactor, such
are detected, classified, predicted, and corrected throughin-to-run control offers major payback in manufacturing as
equipment repair. Significant advances in implementing APGvell.
in manufacturing have been made in both domains.
Fault detection using real-timén situ [e.g., mass spec- B. Real-time, in situ sensors
trometry or residual gas analysiRGA)]| has been particu-
larly effective in detecting known fault mechanism and ini-

A. Advanced process control  (APC)

Real-time,in situ sensors have the potential to deliver
tiating corrective actions, typically associated with fsul:;str?:tlallr:u:tk;v: valfue frc;m APCrtrlf Itrin ;;Ie?’rl]ented |r|1 dmc(irj‘r?\llj-
equipment repaif;? for example, failure to adequately purge actunng. €rms ot course correction, they cou ve

real-time as well as run-to-run control, thereby allowing

gas manifolds when replacing gas sources can lead to seriou$ . L
: L O : . course correction within the current process/wafer and en-

gas line contamination, which is easily detected using an, . . .
abling compensation not only for systematic longer-term

RGA and remedied through proper purging. Because eqUIp_rocess drift, but also for random variations in process on a

ment downtime involves huge costs to the fab, knowing th({.’ - . ;
ime scale within that of a single-wafer process itself. In

common fault mechanisms which can be caught in such | ' . )
addition, the same sensors may also implement and poten-

ways and deploying real-time detection of such faults has %ally improve fault management, carrying out the fault de-
tection described above and also enabling a higher sensitivity
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Fourier  transform infrared  spectroscafy! UV consumes three SiHmolecules and produces six,Hind
spectroscopy’ acoustic sensing** and quadrupole mass three Sig molecules, the variations of the reactant and prod-
spectrometr(QMS). QMS has long been recognized as anyct partial pressures should be directly correlated to the de-
excellent sensor for leak detection and contamination conposited W film thickness.

trol, and it has become a workhorse for fault detection as The results demonstrate that at higher reactant utilization
described above. Owing to its high chemical sensitivity andevels as expected in manufacturing, mass spectrometry sens-
selectivity, QMS is capable of providing extensive time-ing provides a real-time thickness metrology with an accu-
dependent information regarding process state and wafekcy of about 2%, i.e., in the range needed for manufactur-
state metrics. Its application has been expanded to a wid@g, and that it can be used to achieve real-time end point
variety of semiconductor device manufacturing processegontrol of the film thickness at a comparable level. This
ranging from end point detection in dielectric etchiigo  opens the door to real-time APC applications in manufactur-
film thickness metrology during CVD processes for gateing, with the capability to compensate within-wafer random

oxide'® and metallizatiort. process variations as well as longer-term systematic wafer-
Our research has been aimed at developing real-time, to-wafer process drifts.

situ sensor methodologies which employ chemical sensors as

guantitative monitors of both process state and wafer stat

with QMS the primary sensor employed in this work. While?r' EXPERIMENT

normally considered a process state sensor, we have demon-The processes were carried out on an Ulvac-ERA 1000
strated in silane-based rapid thermal CVD and plasma enW-CVD cluster tool, a single-wafer, cold wall system with
hanced CVD(PECVD) processes and in W CVD that quan- lamp heating for the wafer. The tool was designed for selec-
titative measurements of product generation and reactative W-CVD process from Sily WFg mixture below 1 Torr.
depletion provide a thickness or deposition rate metrologylhe process parameters were pressure: 0.1 Torr; nominal
based on mass balances, thus producing a wafer state sent@mperature: 200—250 °C; SjHlow rate: 8 sccm; WE flow

in concert with process sensing. The primary goal has beefate: 10 sccm, and Ar flow rate: 180 sccm. It was found that
to improve the accuracy of this real-timay situ sensor-  polycrystallinea-W formed at P(Sikf)/P(WF;)<1. Increas-
based metrology to a sufficient level, probably 1%—2%, thaing the ratio to higher values resulted in W film consisting of
it may deliver value in high volume manufacturing, either ina mixture of a-W and 8-W,*® which is of high electrical
run-to-run control and/or in real-time control. resistivity. Therefore in this research a SihVFg flow rate
ratio was kept fixed at 0.8.

To obtain the film thickness metrology from the time in-
tegration of mass spectrometry signals, 37 wafers were pro-

Our recent work on W CVD process sensing, metro|ogy,cessed for different deposition times, varying between 40
and control’ showed that the time integration of HF genera-and 180 s.
tion and H, depletion signals from mass spectrometry in a Once a correlation between film thickness and integrated
low-pressure(sub-tor), selective W CVD process using,H Mmass-spectrometry signals were established, two more sets of
reduction: experiments were carried out to test real-time end point con-
trol. In the first set of experiments, the recipe process param-

3H, +WFe=6HFQ) +W(s), @) eters were kept fixed, while in the second set, a systematic
provides a measurement of the W film thickness. In this castemperature drift was introduced as a process disturbance.
the HF generation signal showed an error of about 7% lim¥or both cases, the Hyeneration signal was monitored and
ited mainly by the poor utilization of the reactarfsround integrated over time as an indicator of W film thickness,
3%) in the low process pressure regime. Since CVD manubased on the metrology results obtained before. The process
facturing processes usually involve considerably higher reaowvas terminated as soon as the time integratedsignal
tant utilization, it is expected that better thickness metrologyeached the target value. Then the actual W film thickness
should be achievable in manufacturing. was measured offline to validate metrology.

To obtain higher conversion rates in W film deposition, A direct gas sampling system was implemented just
two approaches were considergd) processing wafer at downstream of the wafer, in the process chamber for real-
higher pressure and temperature, &dreplacing H with time in situ chemical sensing using an Inficon™ H200M CIS
SiH,, a more efficient reducing agent. Because our Ulvadnass spectrometer. To minimize wall reactions in which
1000 process tool was currently limited to the sub-torr presWFg and HF condense on the stainless steel surface at room
sure regime by the configuration of the equipment, the sedemperature, the wall area of the sampling system was kept
ond approach was adopted. The overall reaction equation #hinimal and the sampling manifold was heated at 60 °C. The
the SiH, reduction proces8is drag stage of the turbopump in the gas sampling system was

. . used to withdraw gas dynamically from the process chamber
3SiH, + 2WFee6H,(g) +2W(s) +3SiR(g). @) through the samgling }s/ystem ir? order to IiDmprove the re-

Thus in this work we sought to monitor different product sponse time of the sampling, enabling a short response time
species (H, SiF,) compared to the previous study ob H (~3 9. Refer to Ref. 17 for more information regarding this
reduction. Because the deposition of every two W atomsampling system. During the process, the pressure in the

C. W CVD process sensing, metrology, and control
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manifold of the sampling system was abouk 20~/ Torr.
Electron multiplier detection was used at an acceleration

voltage of 1000 V to enhance the signal-to-noise ratio. AT , Step step

Throughout the whole period of the experiment, the mass A0x10"] Clean Heating :‘ Cooling &
spectrometer exhibited extremely stable sensitivity. As moni- 3.5¢10° p unload wafer
tored through the At signal (40 amy, the mass spectrom- 3.0010°
eter sensitivity varied by less than 1% to 2% over 2 months, =
which contributed greatly to the success in metrology devel- & 2:5x10°
opment. +VJ 2.0x10°- AywHEY)
Initially, bare 4 in. Si wafers were used for W deposition =" 5
. . . 1.5x107
from a mixture of SiH{/WFs. However, under these condi- A (H,)
tions the W film was prone to flaking due to its poor adhe- 1.0x10°] v !
sion to the bare silicofSi) wafer. An expedient solution was 5.0¢10™ ¥ |
to use Si wafers previously covered with a layer of W film 00 __,y—-u—“__ B e e, S
1000-2000 A thickobtained from earlier Hreduction pro- 3000 3200 3400 3600 3800 4000 4200
cessep This way, W films as thick as 3000 A were success- @) Time (sec)
fully obtained by SiH reduction. Since the underlying W
film had gone through different Hreduction processes, the 1.4x10™

surface conditions of these W-capped wafers varied one from

. : o o 1.2x10™
each other, inducing significant random variations of the

growth rates from run to run. However, this also provided a 1.0x10™ ALw(SiF3Y)
perfect scenario to demonstrate the benefit of sensor-based Téx i | /
real-time control. 8o 8.0x10

A STYLUS™ microbalance was employed to measure the % 6.0x10™ J—_—
. . - . gl A, (SIF )
film weight after the deposition process at a resolution of & " CWA=".3
10~“ g, which corresponds to a thin W layer of 6.6 Aona4 4107 x
in. wafer, or less than 0.5% of the film weight deposited in 2.0x10™
most runs. From the film weight, the average thickness can 00____________/\...‘...._ ; \.,_____*____
be estimated from the known wafer ar@ain. wafe) and W T 3000 3200 3400 3600 3800 4000 4200
density (19.3 g/cnd). This proved to be a faster and more () Time (sec)
accurate way of determining the average film thickness com-
pared to lithograph patterning and profilometry. At this stage,
we were not overly concerned with across-wafer thickness 5.0x10"° A w(SiH,")
uniformity. fond

4.0x10™° /
- Ayw(SiH,Y)

lIl. RESULTS E" 3.0x10™"- /

SiH, is such an efficient reducing agent that reaction rates [« 0]

. : L o 20x10

for the SiH, reduction process are significantly enhanced
compared to those for Hreduction at relatively low tem- ey
perature and pressure conditions of 250 °C and 0.1 Torr. The '
measured deposition rate was about 1100 Affine., a 00 .
5% improvement over the Hreduction processes at 500 °C T30 3000 3400 3600 3800 4000 4200
and 0.5 Torr. The corresponding WHepletion rate was es- () Time (sec)
timated at around 20% based on the measured W film
weight. Fic. 1. Time evolution of H , SiF; , and SiH mass spectrometry signals

Figure 1 depicts the mass spectrometry signals for specidd 2 typical Sif reduction W-CVD processa) and (b) are, respectively,
at 2 amu ("I)v 30 amu (S“'I). and 85 amu (S@:) re- related to H and SiF; generated produci®) to SiH, depleted reactant.
corded in a typical Sikireduction process, where SjHand
SiF§ are fragments produced by ionization of gi&hd SiF,
respectively. Each process consisted of two steps: a cold waion product signals corresponding tg ldnd SiF, respec-
fer cycle for background measurement and a hot wafer cyclévely), while the decrease of the SjHsignal logically
for film deposition. In the cold wafer cycle, the same amountshowed the depletion of the reactant giH
of reactants was inlet into the reactor as in the hot deposition The response of the downstream mass spectrometry sen-
cycle, but the wafer was not heated. The high temperatursor system is of order 1-3'5so0 that the time dependence
reaction of the precursor with SjHthat produces KHand seen in Fig. 1 reflects dynamics intrinsic to the equipment
SiF, resulted in a significant increase of Hind SiF (reac-  design and the process carried out in it. Longer time con-
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stants, e.g., those indicated in the early stage of the hot steppnvenience its absolute value is plotted beglois a reac-
reflect primarily equipment dynamics such as the reactotant, a considerable SiHbackground was present in the cold
residence time that determines how long it takes after initiwafer cycle, therefore the signal was normalized to the, SiH
ating reactant admission to produce steady-state values in tlieold wafer” area[the division byAc,, in Eg. (5)] to com-
reactor for reaction product concentration and depleted reag@ensate for any change in the incoming reactant flux, and this
tant levels. In principle these dynamic effects will influence quantity was multiplied by the deposition tiniéo compen-

the linearity with which our sensor signals reflect actualsate for any change in the time period of the process from
deposition rates and thicknesses. Indeed, we have seen rgne run to the next. These calculations deliver a sensor-based
table effects on the metrology, particularly when the processhickness metrology over the tinte

recipe does not enable attainment of steady state; in such A total of 37 wafers were processed in the same way, but
cases, dynamic simulation of equipment and process prawith varying deposition times, for which results are shown in
vides a mean to understand and perhaps correct for thesgg. 2. Linear relationships with correlation coefficieR?)
effects. In most cases, however, the metrology data whickarger than 99% were established between the film thickness
relates real-time chemical sensing signals to postprocesgnd the integrated mass spectrometry signal§t@r SSipg,

thickness measurements, as presented below, demonstraigg Sy, [derived from Egs(3), (4), and (5)], and among
2 1 1 L

that these effects are modest. Furthermore even if nonlinear{'heses gave the best it to the actual film wei e Fig
H, oise .

ties are present in the metrology, manufacturing processe _ ) i .
. Since the Silf reduction process was carried out on wa-

strive to operate at a fixed process design point and recipe f . _ :
many wafers, so the metrology needed is confined to a naf€'s already carrying a W film, no anomalies were observed

row range of variation which will then be quite linear. related to the initial deposition and nucleation, and all three
In contrast to the bireduction process for W CVD in the curves in Fig. 2 extrapolate through the origin. In contrast,

sub-torr regimé/ the H and SiF{ reaction product signals H, reduction experiments with deposition directly on the Si
are quite small in the cold wafer cycle, only about 10% ofsurface showed anomalies associated with a dominant initial

the corresponding signals in the hot wafer cycle. Since th@ucleation stegSi reduction, which formed the initial W
dayer but generated a different reaction product than that

reaction product signals during the cold cycle are indicator i . u
of the reactor and mass-spectrometer chemical backgrounfionitored for the 1 reduction process. Furthermore, al-

this suggests a high conversion rate from reactions on th&'0St no first wafer effect was observed, with the single ex-
wafers compared to room-temperature wall reactions. During€Ption shown in Fig. @). o

the cold wafer cycle, the Hsignal is quite stable, while the  Figure 3 shows the relative error in ion mass spectrometry
SiF; signal exhibits an upward drift. This JHbackground, based metrology, determined as erroSpf from the regres-
seen when the wafer is cold, results mainly from thesion fitin the metrology calibration for the 37 wafers shown
ionization-related fragmentation of the reactant Sith con- i Fig. 2@). The average error and standard deviation in the
trast, the Sif background comes from SjF which is  film thickness measurement as obtained from real-time,
formed in moderate amounts during the cold cycle by wallsitu mass spectrometry are 1.25% and 1.09%, respectively.
reaction and/or ion—molecule reactions in the ionizer of the Due to the high reactant utilization rates of this $ité-
mass spectrometer. As a reaction product generated at cofiiiction process and the resulting high ratio of generated
surfaces of the reactor system, it takes time for the, SiFproduct to background signals, analysis was also carried out

signal to reach equilibrium. ignoring corrections associated with the background as mea-
The metric defined for the W film thickness using a H sured from the unheate(@old) wafer cycle. The hot wafer
generation signal can be expressed by signal A,w(H,) alone is plotted versus actual film thickness
determined postprocess in Fig. 4. In this figure, runs for 37
Sh,=Anw(H2) —Acw(H2), (3 wafers (solid data points actually included a cold wafer

) . ] ] cycle in the proceséthough it was not used for calculating
where A is the area beneath the,Hsignal, i.e., the time-  the metrology signa) while runs for ten wafergopen data
integrated H signals, and HW and CW refer to the hot and points did not include any cold wafer cycle in the process

cold wafer cycles, respectively. o cycle. This approach to investigating a thickness metrology
Similarly, the metrics based on the $ifsignal can be  signal dependent only on the hot wafer portion is motivated
formulated by by the recognition that manufacturing application would pre-
. . clude a step in the process cycle to measure a cold wafer
Ssir, = Anw(SiF3) —Acw(SiFs). 4 P P Y

background.
For the SiH reactant depletion signal, a slightly different Figures 2 and 4 demonstrate_a strong correlation between
expression was used: mtegrat_ed mass spectrometry signals and act_ual pogtprocess
film weight (thicknes$ measurements for the SjHeduction
Apw(SiHy) — Ac( SiH,) process for W CVD. To better assess the thickness metrology
iH, = Acw(SiHy) . ©) r_esults, the re_sidual for each data point was calculated, de-
fined as the difference between the actyailues for each
Since SiH is a reactant which is depleted by the deposi-data point and the values resulting from the linear regression
tion reaction, this quantity is normally negativough for  fitting. Then the absolute value of the residual was divided
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5000 6.0% avora
. ge error 1.25%
(a) H, product generation 5.0% _ gy standard deviation of rror 1.09%
5
< 4000 ~ o
< £ 4.0%
2 o =
o 3000 S 3% {——=
c s [ |
X © [ |
S 2000 ° 20% -———H——I—. —
= « 1.0% ——B—NEn Sugs
E 0% L] LN
= 1000 0.0% L e i
= 0 25 50 75 100 125 150 175 200
0 T T T - "
me (SeC
0.0 2.0 4.0 6.0 8.0 Nominal process time (sec)
s (10_7 A-sec) Fic. 3. Relative error in mass spectrometry based metrology, determined as
H2 error of S, from the regression fit in the metrology calibration for the 37
wafers shown in Fig. @). The average error and standard deviation in the
film thickness measurement as obtained from real-timesjtu mass spec-
trometry are 1.25% and 1.09%, respectively.
5000
—_ (b) SiF, product generation
< 4000 <
0
(7] . . . .
2 3000 is used. The K product generation signal provides the most
- accurate real-time thickness metrology for the Sidduc-
< 2000 tion process for W CVD as investigated here.
£ Furthermore, the K product generation signal provides
T~ nearly as accurate a thickness metrology using on e ho
{ 1000 ly te a thick trology ly the hot
= wafer signalfrom Ay (H,)] as does the more compléand
0 ! 1 o 2 o 2 5 Al manufacturing incompatiblepproach which includes a cold
0.0 0.5 : ’ ' ) wafer cycle. Therefore in the succeeding W film thickness
S5 (10 A-sec) real-time end point control experiments all wafers were pro-
cessed without a cold wafer cycle. Unless otherwise noted,
H, generation signals in the following sections all refer to
5000 ] the quantityAnw(Hy), instead ofS, . For process control
< 4000 () SiH, reactant depletion investigations Aw(H,) was taken as the control variable,
@2 i.e., the sensor-derived signal employed to drive the control
[«2]
£ 3000 methodology.
L
=
- 2000 -
E
= . 4000
; 1000 1st wafer
0 T T T T T °<: 3200
0 20 40 60 80 100 120 »
0
[}
2400
Sgin2 (A-sec) %
Fic. 2. Film thickness metrology results froBy,, Ssi,, andSgy, for 37 S e
wafers processed at 250 °C and different deposition tir8gs. Ssir,, and S
53in are, respectively, derived from Eg&), (4), and (5), such that the =
background during the cold wafer sequeripeior to deposition is taken ; 500
into account. Note that fofc) the absolute value of the quantngin de-
fined in Eq.(5) is used. 0 : . .

0.0 2.0 4.0 6.0 8.0

, , H, product generation: A,y(H;) (107 A-sec)
by the measured true value to obtain the relative error. Table
| summarizes the average and standard deviation of the me&ic. 4. Metrology results fromAy(H,) in the SiH, reduction W-CVD
trology results for the 37 wafers. For thickness metrologypProcessApw(Hz) is calculated from the integrated,tsignal during the
derived from either the Hor the Siﬁ product generation deposition stemlthouttakl'ng into agcount the background during the cold
. . o hile th . h wafer sequence. The solid data pomts repres@e.m(Hz) calculated from_
signals, the error is less than 2%, while the error is somewhafe 37 initial runs. The open data points were obtained from ten additional

higher(2.5%—-3.0% when the SiH reactant depletion signal runs whose process recipes did not include a cold wafer cycle.
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TaBLE |. Statistical analysis of the integrated mass-spectrometry signals irferS each using iﬂproduct signals as the control variable
the SiH, reduction process for 37 waferS,, , Sgi., andSg;y. are, respec- o . .
. . 2 3’ 2 . and terminating the process time such that the integrated H
tively, derived from Eqgs(3), (4), and(5) where the integrated area during . . L.
the cold wafer sequendprior to depositionis taken into accounf\,(H,) prOdUCt S'gnal matches ItS target value. The initial Waf?r was
refers to the integrated Jtsignal during the deposition step in which the processed over a deposition time of 150 s. Thegkeneration
wafer was heated, without taking into account any background measuremesfgnal was integrated over that period as described previ-
involving a cold wafer. ously to determine the target valdgyy(Hy) 0. Subsequent
Using reactant ~ Wafers in the batch were processed until the corresponding
Metrology error Using reaction products depletion integrated product signal®\pw(H,) reached the target

Anw(H2)[07, at which point the process was stopped. Thus

Chemical species H SiF, SiH, o . . .

- the deposition time served as the primary controlled variable,
Metric Sv, - Anw(H) S, Ssin, and the film thickness became the secondary controlled vari-
Average error 1.25% 1.55% 1.86% 2.83% | : i iah
Standard deviation  1.09% 1.38% 1.38% 2 59% able (measured postprocess from wafer weight measure-

of error ments. Given that the real-time sensor signal is not a direct

measurement of the desired propdhich is the actual film
thicknes$, the degree to which both the integrated sensor
signal[ Apw(H,) over the process cydend the actual film
IV. REAL-TIME END POINT PROCESS CONTROL thickness were controlled are important results for assessing

Sensor-based film thickness metrology is a prere uisitéhis approach.
9y b q As a further evaluation, experiments were done in two

for advanced process control of deposition thickness. Thsvays, (1) with each wafer subjected to the same process

primary goal of this research is the development of real-time, d(2) with : f biected to int
in situ chemical sensors as required to achieve real-time ad<-cPe, an with successive walers subjected 1o inten-

vanced process control. Results in the previous section shoﬂ?nal changes in nominal process temperature t(.) simulate a
that W film thickness metrology can be obtained in the SiH ong-term(run-to-run, or wafer-to-waf¢rprocess drift.
reduction W-CVD process from time integration of massA. Process control experiments at fixed temperatures
spectrometric sampling signals associated with ahd/or

) . : . : Experiments were carried out on batches of wafers with-
SiF, product generation, as well as from QiHepletion sig- . : - .
R,]ut or with the imposition of sensor-based real-time end

nals. Indeed, these thickness metrology signals deduced fro . N
gy sig point control, with results shown in Fig. 5 for the sensor

H, or SiF, product generation are promising in two respects:". P
(1) their gccuracy, of the order of 1.5%—2.0%, is viable toSignal Anw(H,) deduced from bl product generatiofFig.

add value in manufacturing; an@) because they are ob- 5(a)]_and _for the actual film thickness determined postpro-
tained in real time, they could be used to drive either run-to—cesfs'an'g‘dS(b)]‘ All wafers expelrlenced the sam? process
run (wafer-to-wafey or real-time process control. recipe, i.e., deposition time equal to 150 s at 250°C.
Mass spectrometry based thickness metrology was em- Results for wafers without end point control are depicted
ployed for run-to-run control in our previous research, a H °Y the open diamonds in Figs(e and 3b), labeled “no
reduction process for W CVD at low pressiirel Torn.2LIn control (experiment” A random variation of both the mass

this case, low reactant conversion rates limited the metrologgPectrometry signal and the deposited film thickness of up to
to 7%, and in turn this provided a significant constraint onl0% is clearly observed. Some of this variation is attributed

the value which could be obtained from run-to-run control. to different surface conditions of the W-coated starting wa-
With the significantly higher reactant utilization levels fers (described above but in manufacturing practice such
achieved by the SilHreduction process in this work, a much random variations may arise from a number of equipment or
improved metrology accuracyl.5%—2.0% is achieved. Process related causes.
Here we use this real-timén situ thickness metrology to In a second batch, real-time end point control was intro-
drive real-time end-point process control: the sensor Signa|guced in order to reduce the variations of the film thickness.
are captured and processed in real time, and when the desiréfe targetAy(H,)o; for our controlled variable was deter-
value of the integrated sensor signal is achieved, the procegained during a first run at 250°C for 150 s with
is terminated. Thus the objective is to stop the process whefnw(H)[0j=4.3X 107" As (labeled “target H value”). The
the target thickness is reach@d point contrgl, rather than ~ following eight wafers were also processed at 250 °C, but
to modify process parameters during the process. Assuminigrminated at deposition times which were determined by the
suitable sensor/metrology technology is available, real-timgondition that the integrated signal,,(H,) would match
process control offers two major advantages over run-to-ruthe targetAyy(H,)[o;. The closed circles in Figs.(8 and
control: (1) it may be simpler to implement, avoiding com- 5(b), labeled “with control,” represent the sensor signals
plex algorithms which deduce trends from run-to-run meaApw(H,) and actual film thicknesses obtained with control.
surements; an€R) it may compensate not only for long-term Clearly, real-time end point control substantially improves
systematic process drift@s is the goal of run-to-run con- run-to-run(wafer-to-wafey thickness control. While this is
trol), but also for random variations within the process cycletrue in both cases, control of the sensor sigpaimary con-
for each wafer. trol variable is somewhat better than that for the actual
Experiments were carried out with batches of 8—10 wathickness(secondary control variablebecause the latter in-

J. Vac. Sci. Technol. B, Vol. 20, No. 6, Nov /Dec 2002



2357 Xu et al.: Thickness metrology and end point control 2357

no contr&l (estimate) with control
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3 401 © 2 < < .g 80% -— no control o »)]
v target H, value s (experiment) ) ®)
3.0 A . 60% —
e no control (experiment) @ [e3 [)
~ ] " 0 . @) no control
_ 2.0 g 40% o c:::::l:" (estimate)
X ~
= E 20% 7ol o Ya!
2 10 no temperature drift o o e O
< 0% .
0.0 —— — 0.0335 0.0355 0.0375 0.0395 0.0415
1 2 3 4 5 6 7 8 9
(a) Wafer number W film weight (g)
. Fic. 6. Cumulative probability of the film weight for two batches of nine
no control (estimate) with control wafers processed at constant temperature. The film weights from the process
control experimeniclosed circlep are distributed over a much narrower
0.04 - weight range than the ones without contfopen diamonds The open
@ circles are an estimate of what the weight distribution would have been if
£ 003 | the process time had been kept constant during the process control experi-
=) . ment.
© no control (experiment)
2 002 |
E o o
; 0.01 W film weight prgjecieg=W film weight
X[ nominal deposition time/
0.00 — -
1 2 3 4 5 6 7 8 9 actual deposition time @)
(b) Wafer number

The projected values of the sensor signal and actual film
Fic. 5. (a) H, generation signah.y(H,) and W film weight vs run number.  Weight are shown as open circles In F|g$a)5ar_‘d 3b)._
The temperature was kept constant at 250 °C. The initia(160 9 defines  labeled “no control(estimatg.” The variations projected in
the target H value Ayw(Hz)jo) of 4.3<10°". The deposition was termi- thjs way are comparable to those found in the “no control
Zated for end point control when the ma_lss-spectrometry control &gna{experimenr case (open diamonds again indicating the
nw(Hz) reachedAy(Hy) (o). The closed circles represeAt,,(H,) ob- . . )
tained with process control from a nine-wafer batch: the open circles repred€néfit of real'“m.e ?nd _pomt Con.trOI- It should be noted that
sent an estimation of,(H,) if the process time had been kept constant the run-to-run variation in the projected values from the con-
(i.e., 150 g for the same batch. The open diamonds are experimental resultg'0| experimentiopen Circ|e$ exhibits a different Shape, or
from a second batch were no control was introdu@es, fixed deposition dependence on wafer number, from that seen for the no-

time for the nine wafeps (b) W film weight vs run number corresponding to . . .
the wafers processed with real-time end point contralain control experimentgopen diamonds since the no-control

batch and the control batch both experienced primarily ran-
dom variations, which would be uncorrelated between two
successive wafer batches.

A view of the impact of real-time end point control is
volves variations not only from the control methodology butshown in Fig. 6 with the cumulative probability distribution
also from the accuracy of the situ metrology. of the film weights corresponding to the data in Fig. 5. Note

Since the sensor data during the practice of real-time enghat when end point control is activatéclosed circley the
point control indicate signal levels during the process, onjjstribution of film weights is much sharper than in the case
can estimate what would have been the integrated sens@fhen no control was impose@pen diamondsor from the
signals and actual film thicknesses if end point control hadhrpjected values of what would have resulted for the wafers
not been imposed, i.e., if the same process %) 9 had  processed with control if the end point control had not been
been used for all wafers in this second batch. Such a proygjlized (estimated as described abv is precisely the

jectedAw(H,) was calculated as sharpening and center stabilization of such distributions
which are the goals of advanced process control.
Anw(H2)[projecteg= Anw(Hz) X [nominal deposition time/ Table Il shows a statistical analysis of the deposited film

weight results corresponding to the data in Fig. 5. Without
end control[corresponding to the data represented by the
open circles in Fig. 5, and labeled “no contr@stimate’,
where the nominal deposition time is equal to the depositiorthe standard deviation of the weight around its average is
time of the first wafer(i.e., 150 $, and the actual deposition about 4%. Upon imposing real-time end point conff@br-
time is that determined for each wafer by the end point confesponding to the closed circle data labeled “with control” in
trol strategy. A projected value of actual film thickness wasFig. 5, the standard deviation is reduced to 1.6%. Estimates
calculated similarly as for what these latter values would have been if control were

actual deposition time (6)
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TasLE Il. Statistical analysis of the deposited film weight results for process 6.0E-07
control experiments carried out at fixed temperature, obtained from two . target H, value with control
batches of wafers. Batch 1 was processed without control and corresponds 8 5.0E-07 1 f i X - W
to the data represented by the open circles in FifjaBeled “no control D yopo7 [TTETTE S e T
(estimat¢” ]. Batch 2 was processed using real-time end point control, for $ P o
which the experimental results correspond to the closed circle(Rdtaled -~ 3.0E-07 no control (estimate)
“with control” ) in Fig. 6. For batch 2, additional results are given from the I |
estimated weight data which would have occurred if end point control had = £.0e07 25|0 25:0 2:!0 23|0 2210 21‘0 230
. . « I
?;;pifi?eﬁiﬁdi’n (I::c;gregpondmg to the open diamdtedeled “on control « 1.0E-07 set up temperature drift
_ 0.0E+00 : S
No control No control o 1 2 3 4 5 6 7 8
Control error (experiment With control (estimate (a) Wafer Number
Average weight 0.0359 0.0375 0.0387
© 0.050
Standard 0.0015 0.0006 0.0012 5 0040
deviation (4%) (1.6% (3.1% 2 —a—— " =
(9) S, 0030 1
% s
6) Z 0.020 |
E
z 0010
; ; ; P 0.000 . ‘ . . ‘ ‘ .
not imposed, corresponding to the open circle data in Fig. 5, s t » % 4 & B 3 B

labeled “no control(estimate,” reveal a standard deviation (b) Wafer Number
of 3.1%. For these experiments, with random differences—

; R i . ; i Fic. 7. (8) H, generation signah,(H,) and W film weight vs run number.
especially in initial surface conditions—the imposition of A temperature drift of-10 °C per run was introduced since the third wafer.

re_al't'me end point contr_ol achieves Slgmﬂcaml_y '_mpr_ovedThe solid data points represehy,(H,) obtained with real-time control; the
thickness control and brings the standard deviation into @&pen data points indicate the projectagy(H,) without control obtained

range which is viable for application in manufacturing. by rescaling the deposition timéb) W film width vs run number corre-
sponding to the wafers processed with real-time end point contr@)in

B. Process control experiments using an intentionally
introduced temperature drift Analysis of the film weight data of Fig.(B) is given in

In another set of experiments represented in Fig. 7, a sy$=ig. 8 in the form of the relative errgabsolute valugrela-
tematic temperature drift of 10 °C/wafer was intentionally tive to the average value. These experiments led to an aver-
introduced through modification of the process recipe in orage error of 2.1%, and a standard deviation of the error of
der to impose a systematic process drift, using the same mad<%-. Again, these values are in the range desirable for
spectrometry sensor signal target (480 7 As) as previ- manufacturing application.
ously used. Nominal temperatures for each wafer are indi- In addition, the data in Fig. 8 do indicate a drift of the
cated by the scale in Fig(d), with the drift introduced atthe data with the intentionally introduced drift nominal wafer
third wafer. As described above, real-time end point controfemperature, as would be expected for processes which are at
was employedclosed data points in Figs.(@ and 7b), least partially thermally activated. It should be noted further
labeled “with control”], and in addition a projection of the that the imposed temperature drift was substantial, i.e.,
variations which would have occurred in the absence of th&0 °C, which is notably larger than one should expect from
control [open circles in Fig. (@), labeled “no control(esti-
mate” ] was made. In addition to the sensor signals in Fig.
7(a), the corresponding consequences on film weight are
shown in Fig. Tb).

Results in Fig. 7 indicate again that the imposition of
sensor-based real-time end point control significantly reduces
run-to-run (wafer-to-wafey variability. Despite the addition
of an intentional temperature drift of the process from one
wafer to the next, random variations dominate: no clear
monotonic, systematic drift is observed in the “no control
(estimatg” case. Furthermore, one would expect that de-
creasing temperature with wafer number should reduce the
“no control (estimatg” values, since process rates are lower 12 3 4 5 6 7 8
at lower temperatures. It is not clear whether such a drift can Wafer number
be discerned in the Fig(@) data. This may be in part_a r‘.asu“ FiG. 8. Relative errofabsolute valugof deposited film weight for real-time
of a weak temperature depender{t@v thermal activation  eng point process control experiments corresponding to the data in(6jg. 7
energy of the SiH, reduction process. where an intentional temperature drift was introduced.

average error 2.14%
standard deviation of error 1.62%
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process equipment in a manufacturing environment. Suchccuracy of 1%—-1.5% appears viable for real manufacturing
large excursions introduce the possibility of atypical sys-applications. These metrology accuracies represent a sub-
temic drifts in process behavior, e.g., as wall reactions instantial advance over previous work with the hydrogen re-
crease relative to deposition reactions at the wafer surfaceduction process, with the improvement attributed to the sig-
nificantly higher(5 to 6X) reactant conversion rate-20%)
V. DISCUSSION that accompanies silane reduction as cf. hydrogen reduction.
The primary advance in metrology accuracy obtained us- 1S mass spectrometry based fim thickness metrology
ing the silane reduction procegsther than hydrogen reduc- as further exploited for rgal-tw_ne end point process control.
tion) for W CVD is attributed to the larger reactant conver- | "€ constructed pgeneration signahw(Hz) was taken as
sion rates using SiH With conversion rates of-20% for j[he primary controlled vangble. The deposition time was ad-
silane reduction, as comparedt8%-—4% for hydrogen re- Just'ed' as the control varlablg to compensate for random
duction, the product generation and reactant depletion sig/ariations as well as systematic long-term process drifts. For
nals associated with deposition are 5 ta Garger for the @ fixed process recipe implemented on a small batane)
silane case, enabling a more accurate deposition rate and/@twafers, the W layer thickness could be controlled to about
thickness metrology. 1.5% (standard deviationbased on the real-time thickness
The experiments reported here utilized the ptoduct —Metrology signal for the kiproduct, despite the presence of
generation signal to drive real-time end point control. Asrandom variations in deposition rates observed in the mass
indicated by the data in Fig. 2 and the summary of metrologysPectrometry signals. This corresponds to the case of control
errors in Table I, thickness metrology based on the, SiFaccuracy limited by the metrology accuracy, and the mass
product generation signal is nearly as good as that for H spectrometry signals indicated that the imposition of real-
This means that SiFsensing might also be used to drive time process control in this way significantly improved
real-time end point control. The metrology obtained fromwafer-to-wafer thickness reproducibility. Additional experi-
SiH, reactant depletion was not as go@bout 2X worse, ments in which an intentional wafer-to-wafer drift in nominal
but nevertheless it is possible that viable metrology signalprocess temperature was introduced showed similar benefits.
may be obtained in principle from both reaction product gen- In summary, these results demonstrate that real-irme
eration and reactant depletion, so that the choice should b&tu chemical sensing by downstream mass spectrometry can
made for the specific process application. deliver real-time thickness metrology and end point control
A particular advantage of real-time end point control, aswith accuracy of order 1%—2%. We believe this makes the
opposed to run-to-run control, is that random variationstechnique viable for manufacturing application, and capable
which occur during an individual process cycle—as well asof compensating for random process variations within a pro-
long-term drifts—may be compensated or controlled. Whilecess cycle as well as for longer-teriwafer-to-wafey pro-
one might have anticipated that the temperature drift per waeess variations and systematic drifts. Furthermore, the use of
fer intentionally introduced in the data in Fig(af would  real-time end point control is rather straightforward, particu-
have created a steady decrease gfgtroduce signal with Jarly in comparison to the various algorithms and models
nominal process temperature, it was not observed. Insteagequired for implementation of run-to-run control.
the low thermal activation energy associated with the silane |t js interesting to speculate on what might be expected
reduction process yielded little, if any, long-term depositionfrom implementation of this methodology in manufacturing.
rate drift corresponding to the intentional temperature drift.First, the silane reduction process for W CVD has permitted
Instead, variation in process rates, indicated by thertdss s to experiment with reasonable reactant conversion rates
spectrometry signal, was rather random from one wafer 19209, and indeed such rates are much closer to those
the next, and one would further infer that such random prouchjeved in manufacturing procesgesg., hydrogen reduc-
cess variations occur within an individual process cycle asion at 10—~100 Toir than the lower value$3%—4% we
well. Despite this randomness, the availability of a suitabl&oynd previously for hydrogen reduction at low pressures
real-time metrology enabled real-time end point control(100 mTory. Second, we expect that a continuously operated
which permitted excellent control of the mass spectrometnygcess tool in manufacturing would already exhibit more
signal, and good control of the resulting film weight in Fig. renroducible process behavior than we can obtain in a re-
7(b), consistent with the accuracy of the metrology itself. gearch environment, thus reducing some of the larger vari-
ability sourcege.g., wall reactionsthat limit our metrology
VI. CONCLUSIONS accuracy. Finally, the specific employment of mass spec-
A real timein situ sampling system was implemented in trometry to drive metrology and control is synergistic with
the SiH, reduction W-CVD process using mass spectrometryits already broad use for fault detection in manufacturing: the
Real-time mass spectrometry signals from the generation cfame sensor system could drive existing fault detection ap-
reaction products (Hand Sif) and from the depletion of plications and real-time end point control, thus addressing
SiH, reactant, obtained and integrated through the procedsoth the course correction and fault management aspects of
cycle, provide a deposition thickness metrology accurate t@dvanced process control.
1%-3% when compared to postprocess thickness measure- In conclusion, the demonstration of real-time process and
ments. In the case of the,Hproduct generation signal, the wafer state metrology and its application to real-time end
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